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The growing scale of data requires efficient memory subsystems with large memory capacity and high memory performance.
Disaggregated architecture has become a promising solution for today’s cloud and edge computing for its scalability and
elasticity. As a critical part of disaggregation, disaggregated memory faces many design challenges in many dimensions,
including hardware scalability, architecture structure, software system design, application programmability, resource allocation,
power management, etc. These challenges inspire a number of novel solutions at different system levels to improve system
efficiency. In this paper, we provide a comprehensive review of disaggregated memory, including the methodology and
technologies of disaggregated memory system foundation, optimization, and management. We study the technical essentials
of disaggregated memory systems and analyze them from the hardware, architecture, system, and application levels. Then,
we compare the design details of typical cross-layer designs on disaggregated memory. Finally, we discuss the challenges and
opportunities of future disaggregated memory works that serve better for next-generation elastic and efficient datacenters.
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1 INTRODUCTION
The scale of data-driven intelligent services today has grown exponentially, including video processing, natural
language processing, graph processing, etc. The large amount of data used for applications provides better quality
of analysis results, which requires careful memory resource management. Nevertheless, this aggravates the
problem of extremely insufficient memory resources. Handling in-memory data poses great changes to today’s
hardware and software system designs. Both academic research and industrial deployment require efficient
subsystems with larger memory capacity, higher computation performance, and higher resource utilization.
Most data center environments face memory bottleneck problems that block performance improvement of

memory and storage devices. For example, hardware limitations necessitate the adoption of distributed computing
and out-of-core processing in applications. One has to divide data into smaller parts or compress data size to
handle memory shortage. In addition, today’s cloud applications often rely on diverse memory-intensive services
and runtimes, occupying nearly 70% of the workload [39]. The memory-related resource consumption/overhead
of these services is significantly growing, which is known as the memory tax [152] phenomenon.

To address the above issues, one solution is to implement a large disaggregated memory pool and provide an
unlimited memory resource, thereby alleviating the resource pressure. Disaggregated architecture is proposed as a
flexible and composable infrastructure [84, 97], breaking the limits of scalability, performance, and efficiency on
classic monolithic servers. Disaggregation allows applications to use any required ratio of resources of computing
units, memory, storage, networks, accelerators, etc. One can re-aggregate disaggregated resources to compose
entities and build upper-layer resource abstraction to utilize it efficiently and flexibly. Disaggregation can also
solve resource fragmentation problems due to unbalanced resource scheduling on each machine.

Specifically, disaggregated memory (DM) aims to decouple CPU and memory resources so that one can flexibly
manage these memory resources in a large and shared memory pool. Different from disaggregated storage and
networks, the overhead of remote memory accesses can seriously slow down computation. To improve DM access
performance, existing works try hard to adopt and design large-capacity memory devices, low-latency storage
devices, and high-speed networks [3, 13, 101]. These DM devices are seen as a larger but slower "far memory"
(local memory is its counterpart) and are added into the original memory hierarchy, as Figure 1 shows.
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Fig. 1. This survey focuses on disaggregated memory(DM), which acts as an additional layer in the existing memory hierarchy.
The survey mainly studies the design goal, design level, and key design points of the DM system.

Advanced memory and network devices may not guarantee high memory performance if the software systems
are poorly designed. Existing operating systems (OS) and runtime systems face the problem of adapting to new
DM hardware. Conventional cache-based hierarchical memory management methods can not exploit the high
bandwidth and large capacity of emerging devices. Thus, learning about the key technologies, optimization
opportunities, and future challenges is vital when designing high-performance and high-efficiency DM systems.
There is an urgent need for a comprehensive and in-depth survey to provide a full-stack description of DM
systems in the hardware, system, software, and applications layers.

This paper explores the hardware usage, architecture design, system adaption, runtime optimization, and future
opportunities of DM systems. To our knowledge, it is the first survey to provide a comprehensive classification of
technique optimization methods for DM systems. We discuss not only key techniques that lay the foundation for
DM systems, but also the latest technologies related to memory hierarchies, heterogeneous devices, and direct-
connect networks. We present the trend in heterogeneous memory design, the construction of disaggregated
memory pools supporting heterogeneous environments with accelerators, as well as optimization methods for
emerging AI applications. We show that, DM systems require well-designed architectural organization methods
to better meet the needs of new types of applications and hardware.

This survey is organized as follows. As shown in Figure 1, we first give an overview of disaggregated memory
systems in Section 2. We then introduce hardware usage (Section 3), architecture design (Section 4), OS and
runtime layer development (Section 5), and application-oriented optimizationmethods (Section 6) of Disaggregated
memory. We summarize some classic DM systems with cross-layer design and give a general analysis in Section
7. Finally, we discuss future work (Section 8) and conclude the paper (Section 9).

2 OVERVIEW
In this section, we first introduce the related survey works on disaggregated memory. We then discuss general
design considerations of DM systems, including the design goals, features, and design basis, etc.

2.1 Related Survey on Disaggregated Memory
Disaggregated memory was first discussed by Lim et al. [85] in 2009. They propose a general-purpose architectural
building block, i.e., a memory blade, that allows memory to be "disaggregated" across a system ensemble. About
a decade ago, in the 2010s, resource disaggregation was proposed. In 2016, Maciej et al. [23] conducted a survey
on memory interconnection and sharing methods for HPC systems concerning scalability and virtualization
support. Gao et al. [45] identified several research opportunities in this area, such as low-latency network,
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disaggregation-aware scheduler, and new programming models. Li et al. [76] provided a survey on architecture
design of edge-oriented computing paradigms, with a dedicated analysis of memory allocation.

The concept has been widely-used that disaggregation is for aggregation. Composable Disaggregated Infrastruc-
ture (CDI) [97] is introduced and becomes well known, which maintains disaggregated memory, disaggregated
storage, and disaggregated network [59] and reorganizes the necessary resources. A cluster comprising multiple
monolithic machines is established in this setup, underpinned by a Software-Defined Data Center (SDC).
In 2018, software-defined hardware infrastructures (SDHI) are proposed based on resource disaggregation

[114], which aims to bring greater modularity, flexibility and extensibility to cloud infrastructures. Compared with
conventional server-oriented software-defined infrastructure (SDI), SDHI can decompose the network control
planes [25], storage control planes [37], software abstraction layers with computing function virtualization [59],
etc. Wang et al. [144] argued that the next wave in database system innovation should be shared-memory designs
enabled by RDMA-based memory disaggregation.
The most recent surveys discuss the opportunities and challenges of memory disaggregation on advanced

memory devices. Li et al. [77] analyzed the taxonomy and key techniques regarding cloud-native disaggregated
storagemanagement, etc. Liu et al. [88] discussed some demands and challenges ofmemory disaggregation in cloud
data centers and examined some promising research issues to show the opportunity of memory disaggregation
in virtualized environments. Ewais et al. [42] provided a list of disaggregated memory works and discussed their
basic architectures, implementations, and requirements. Tom et al. [95] gave an introduction to CXL memory [3],
which is a representative protocol to enable the creation of pools of memory and accelerators.

We observe that related surveys have not summarized the optimization techniques for better application
performance and system efficiency on disaggregated memory. This requires a deeper analysis of the design
methodology of the system. In this survey, we take the first step to study the state-of-the-art techniques on
disaggregated memory at each system level, providing a comprehensive overview of the current landscape.

2.2 Design Considerations of Disaggregated Memory
In this subsection, we summarize the design considerations of creating an efficient DM system for different
purposes. We first introduce the design goals of DM systems and then list important features of DM devices.

2.2.1 Design goals. A well-designed disaggregated memory system aims to combine the benefits of a large
memory pool with the performance, flexibility, and reliability required to support data-hungry applications. These
systems are envisioned to be particularly beneficial in environments with dynamic workloads and heterogeneous
computing resources. We summarize the design goals of the disaggregated memory system as follows.

• Large available memory capacity: A primary objective is to provide a substantially larger memory pool
than what is typically available in traditional monolithic servers, overcoming the physical limitations of
in-server memory capacity[104]. Providing ample memory space to the central processing units, including
CPUs and GPUs, can bring more chances for big data computation.

• High resource usage flexibility: Disaggregated memory should allow more granular and efficient
allocations of memory resources, adapting to varying workload requirements. This flexibility enables
better resource utilization, reduces wastage, and can save costs, especially in multi-tenant or cloud-based
environments where resource demands fluctuate significantly[120].

• Reliable network and memory subsystems: When memory resources are accessed over a network, its
network architecture must be robust and fault-tolerant. Similarly, the memory subsystem must be reliable,
with mechanisms to protect against data loss or corruption[166]. This includes implementing redundancy,
error detection, and correction techniques to maintain the integrity and availability of data.

• High application performance: Disaggregated memory is supposed to provide low-latency, high-
throughput access to memory resources, even when these resources are not physically co-located with the
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CPU. The system should minimize performance overheads associated with remote memory access, ensuring
that applications can leverage the large memory space without compromising speed and efficiency[134].

2.2.2 Features of DM. Unlike the integrated monolithic servers in traditional architecture, research on DM
architecture focuses on the novel design of computing nodes and memory nodes. In other words, servers will serve
the applications as different roles. In the past, computing resources obtained data frommemory and storage devices
hierarchically, managed by the memory control unit inside each CPU. In disaggregated architecture, memory and
storage resources are generally managed in pools. From the view of the computing units, disaggregated memory
constitutes a memory entity far from local . Therefore, in most academic work, "far memory" is often used to
refer to disaggregated memory.
Firstly, the computing nodes should keep the following additional capabilities to support high-performance

data offloading to far memory.
• DM latency awareness: Accessing a "far" memory device on the computing nodes involves longer access
latency and lower bandwidth than using local DRAM[85]. One should leverage and amortize this overhead
by carefully designing the far memory access patterns of local data processing.

• Smart data offloading: Compute nodes are responsible for the overall computational flow control of the
program[18]. Programs often have complex iterations that control the lifecycle of copies of the required
data, and these characteristics make it very difficult to offload data to far memory.

• Fine-grained resource orchestration: Application utilizes multiple and heterogeneous computing,
memory, network, and storage resources to complete user requests[120]. Improving system utilization
requires efficient scheduling methods to reclaim and allocate these resources well.

Secondly, the memory nodes provide key functions to support large-capacity data storage and efficient data
management strategy.

• Data-related workflow control:Memory nodes are responsible for storing the arriving data and fetching
the corresponding data[145]. However, far memory access has higher latency compared with a storage
system. Thus, users must be careful with each step of the data flow process.

• High-performance far memory access: DM serves as near-computing memory devices that show much
higher performance than traditional data providers. For example, solid state disks (SSD) with much higher
bandwidth and IOPS than disks can be recognized as a far memory space[152].

• Heterogeneous memory management: Memory nodes often consist of heterogeneous memory devices
on different far-memory access paths, especially when applications need to access large amounts of memory.
Heterogeneous memory management is important for overall bandwidth and efficiency[138].

2.2.3 DM system levels. Generally, existing works often design DM systems at three levels.
• Architecture-level design: One can design the DM system in a bottom-up way. The key objective is to
fully utilize hardware resources in a cost-effective manner. Computing and memory nodes are expected
to be connected through high-bandwidth networks. A good organization of them can provide high task
performance and high data throughput.

• OS-level design:With appropriate hardware support, the OS-level DM design aims to utilize hardware
efficiently. Given drivers and protocols for each new-added memory and network device, one can adjust
the existing operation systems to provide application-transparent DM management. One can also design
virtualized DM runtimes for resource isolation and task throughput.

• Application-level design: DM systems can also be designed in a top-down way. For example, one can
design application-specific optimization methods that improve the efficiency of computing workflow and
far memory access. Accelerators with bare metal performance also need to consider memory extension.
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Fig. 2. Overview of this survey.

These designs often provide non-transparent far memory access with easy-to-use and high-performance
programming interfaces.

2.3 Paper Overview
We summarize the key words related to disaggregated memory in this paper, referring to Figure 2.

DM Hardware: Disaggregated memory requires new architecture/hardware designs for better elasticity and
efficiency. Research on DM devices can be classified into three types. Memory devices usually communicate
with CPUs through on-chip buses and interfaces. Generally, two types of memory devices, RAM and NVRAM,
can act as disaggregated memory, with different data persistence capabilities. The network connections used
for disaggregated memory (or far memory) mainly involve network interface cards (NIC) and programmable-
chip-based smart NICs. In addition, hardware feature analysis is also a major part of previous work, including
bandwidth, capacity and power.

DM Architectrue: Disaggregated memory architecture refers to the organization ways of Computing Nodes
(CM) and Memory nodes (MN). There are many ways for computing nodes to access external memory spaces
in the existing server architecture. We summarize the DM architecture into 4 categories according to the end
number of each far memory path. The number of compute nodes and memory nodes involved in the far-memory
access path determines the design and system implementation of different disaggregated memory architectures.
FM System/Runtime: On top of disaggregated memory architectures, runtime design and optimization

strategies for far memory access is crucial. They provide the necessary support for high-performance far memory
access and efficient memory resource scheduling. We summarize the software environment of disaggregated
memory, including system-level OS adaption, runtime design and task scheduling. These systems are designed to
support highly flexible resource usage, low overhead data processing, and high task/data throughput.
Application Optimization: There is a trend towards adapting and redesigning far memory systems for

specific scenarios, i.e., service-aware far-memory design, including serverless, elastic computing, fault-tolerant
computing, and power-optimized far memory systems. In addition, related works also design corresponding
specialized far-memory systems for dedicated big data tasks, such as graph processing and neural network training
and inference. Application acceleration mainly adopts data management in the computing node, which considers
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how to identify, partition, cache, and prefetch the cold data at fine-grained granularity. Domain-specific far
memory system design can optimize the performance of elastic computing, graph processing, and DNN-supported
systems.

3 DM HARDWARE
Disaggregated memory requires new architecture/hardware designs for better elasticity and efficiency. This
section first introduces cluster-level and server-level DM architectures. We then discuss DM scheduling methods.

To figure out how to deploy disaggregated memory on physical servers, this section introduces hardware that
can be recognized as disaggregated memory, i.e., far memory. General-purpose computing nodes, such as CPUs
and GPUs, can access far memory devices directly across hardware bus and slots, or through a network card. Thus,
the key components of disaggregated memory are memory devices and network devices, i.e., disaggregated
memory = (network connections) +memory devices, The "()" refers that network connections can be not
included. We also provide a performance comparison of advanced memory, storage, and network devices.

3.1 Memory devices
Memory devices usually communicate with CPUs through on-chip buses and interfaces. The first column of Table
1 shows the commercially used memory devices, the slots, channel, and protocol. We compare different memory
and memory connection devices according to the plug-in slots, data channels, and data transfer protocols, as
shown in the rows of Table 1. Slots refer to the waymemory devices and compute motherboards are interconnected
and are usually hardware interfaces. The channel refers to the available data channels decided by the devices or
the slots. Based on typical slots and channels, supported data transfer protocols are also required.
Generally, there are two types of memory device that can act as disaggregated memory, with different data

persistence capabilities. Volatile Random Access Memory (RAM) includes both CPU DRAM, and GPU DRAM. The
high-bandwidth memory (HBM) [70] and hybrid memory cube (HMC) [109] are proposed for higher density of
DRAM memory. In addition, Non-Volatile Random Access Memory (NVRAM, short as NVM) can store data even
when the power is off. Flash memory is a type of NVRAM commonly used in the design of SSDs [13]. Persistent
Memory (PM) is a type of NVRAM; taking the Intel Optane NVM [151] as an example, PM is located in the
system DIMM slots with an extra power control module. Furthermore, academia and industry are researching
and experimenting with promising candidates for next-generation memory ("x"RAM), including magnetoresistive
memories (MRAM), resistive memories (ReRAM), phase-change memories (PCRAM), and ferroelectric memories
(FeRAM), etc.

DIMM slots and protocols: The commercially used DRAMs are Double Data Rate (DDR) DRAMs. With
the expansion of the bit width of data readable by DDR and the upgrading of hardware structure, DDR2 can
accomplish 4-bit data pre-reading, DDR3 is 8-bit, DDR4 is 16-bit, DDR 5 is 32-bit, and DDR6 is 64-bit. Every next
version of DDR maintains double data bit width and thus has double data transmission bandwidth. During this
evolution process, the working voltage of DDR has also been gradually lowered, and the working frequency has
been gradually increased. Adding the block number can also add data bandwidth. With a single block achieving
34 GB/s in DDR4, one can have at least 200GB/s data bandwidth on eight DDR4 banks. The latest commercial
DDR version is DDR5 (until 2024), while DDR6 is coming soon[1].

PCIe slots and protocols: PCIe bandwidth is keeping an increasing trend, which is roughly faster than double
times every three years [11]. For example, PCIe 3.0 is twice as fast as PCIe 2.0, and PCIe 5.0 is twice as fast as
PCIe 4.0 with backward compatibility. Currently, the commonly used duplex-lane PCIe 4.0 x16 version commonly
has about 64GB/s of bandwidth. PCIe Gen 5.0 with total throughput of 128GB/s and PCIe 6.0x16 with 256GB/s
bandwidth is considered. The rapid development of PCIe has allowed disaggregated memory devices to approach
the bandwidth of traditional DRAM. In addition, PCIe also has better interface scalability with extendable roots.
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Table 1. Memory and Connections that can be organized as Disaggregated Memory.

Components Device Slot Channel Protocol

Memory
Device
(Sec. 3.1)

DRAM DIMM/HBM/HMC Bus DDRx, (x is up to 6)
GPU DRAM PCIe and NVLink NVLink and NVLink switch GDDR5, GDDR6
xPU DRAM OAM OAM on x16 links PCle Gen5/6 x16

NVM DIMM with
extra power support Bus Customized

Persistent memory DIMM or PCIe Bus or PCIe switch Customized
CXL memory PCIe/DIMM SATA, PCIe x32, x64, etc., bus CXL 1.0, 2.0, 3.0, etc.

SSD PCIe, M.2, U.2 SATA, PCIe x4, x8, etc. AHCI, NVMe
"x"RAM

(MRAM, ReRAM,
PCRAM, FeRAM, etc.)

DIMM or PCIe Bus or PCIe switch Customized

Network
Connection

Device
(Sec. 3.2)

NIC PCIe PCIe x4, x8, x16, etc. TCP/IP
RDMA NIC PCIe PCIe x4, x8, x16, x32, etc. RDMA

DPU (for SmartNIC) PCIe PCIe x16, x32, etc. Customized
FPGA (for SmartNIC) PCIe PCIe x16, x32, etc. Customized

Dedicated slots and protocols: Recent works propose direct connection devices, such as NVLink, which
can support direct memory communication between GPUs [103]. Tavallaei et al. propose an open accelerator
module (OAM) [110] supporting various interconnect topologies for new types of hardware accelerators (such
as GPU, FPGA, ASIC, NPU, TPU, IPU, et al). IBM Power 9 allows direct memory access between servers via
specific cables and the OpenCAPI protocol [10]. Recently, Intel has developed CXL CPU motherboards, which are
based on the enhanced protocol PCIe 5.0 and are capable of supporting approximate access latency for cross-core
(socket) accesses, as well as interconnecting memory pools with accelerator pools [3]. Several works [46, 169]
have proposed the use of electronic signals instead of photonic signals for memory interconnections.

3.2 Network connections
The network connections used for disaggregated memory (or far memory) mainly involve network interface
cards (NIC) and programmable-chip-based smart NICs. Details are shown in Table 1.

RDMA NIC: RDMA technology is one of the main methods of far memory access [18, 29, 49, 117, 134]. RDMA
is widely used in data-intensive and compute-intensive scenarios as a remote memory direct access technique that
bypasses the kernel. RDMA has three network protocols: Infiniband, RoCE, and iWARP. The main manufacturer
of InfiniBand network is Mellanox, which is now acquired by NVIDIA. RoCE (RDMA over Converged Ethernet)
is a network protocol that allows RDMA to be performed over Ethernet with lossless Ethernet for low-latency
operation and complex configuration process. The AIPs provided by OFED [9] and IB face problems with usage,
performance, and security. Thus, some works provide high-level programming interfaces [15, 41, 129].

Smart NICs: By designing high-speed on-chip memory networks with routing logic, one can deploy thousands
of memorymodules on a single chip and realize on-chip interconnections [104]. Meanwhile, there have been works
to design customized smart NIC devices to replace generic NIC devices and reduce the overhead of far memory
access [50]. Also, there is some work designing programmable switches [72] to work with server-level RDMA or
smart NIC devices for cabinet-level memory interconnections. MIND [72] places memory management logic in
the network fabric, and they find that centralizing memory management in the network permits bandwidth and
latency-efficient realization of in-network cache coherence protocols. At the same time, programmable switch
ASICs support other memory management logic at line rate.
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3.3 Characteristic of DM Hardware
We illustrate the performance of the mentioned devices with different versions in bandwidth (Figure 3), capacity
(Figure 4), and power (Figure 5). In these figures, GDDR is the main memory for GPUs. LPDDR DRAM is used
in edge devices such as mobile phones and DDR DRAM serves as the main memory for servers. CXL memory,
persistent memory, and SSDs are memory devices that can store data. DPUs, RDMA, and NICs represent network
cards used for data transfer with optional data caches or control logic.
Bandwidth analysis: Available data bandwidth is one of the key metrics of data access performance. As

local memory, DRAMs have large memory bandwidth with hundreds of GB per second (GB/s) to support high-
performance data access for computing units. GDDR memory, designed for GPUs, delivers the highest memory
bandwidth to handle the large-scale parallel processing demands. LPDDR DRAMs for mobile devices with
relatively lower power consumption and less data bandwidth. Persistent memory and SSDs are non-volatile
storage devices with large memory capacities but offer lower bandwidth. Oftentimes, new-generation memory
device exhibit wider bandwidth. For example, CXL 3.0’s 70GB/s far exceeds CXL 1.0’s 15.2GB/s in the same socket
physical interface. An important trend is that networking devices and storage devices are evolving at a rapid
pace, much faster than native DRAM-based DDR. while individual DRAMs still lead in performance today, their
overall bandwidth may reach the upper bound due to limited on-chip DIMM slots. State-of-the-art interconnects
is establishing scalable plug-in interconnect methods based on PCIe, OCP Accelerator Module (OAM), and others.

Capacity analysis: GDDR memories used in GPUs have higher bandwidth than DDR DRAMs used in servers,
but with lower capacity due to specific application requirements. GDDR memory and LPDDR DRAM can
work with lower capacities compared to the DDR DRAM in servers, since GPUs and mobile devices focus on
performance and power efficiency, whereas servers need larger memory capacities to handle high data processing
demands. CXL is an interconnect technology that not only enables data transfers but also incorporates a fixed
memory capacity of 128GB. Non-volatile storage types, such as persistent memory and SSDs, are known for their
large storage capacity compared to other memory devices.

Power analysis: Power consumption varies significantly across different types of memory and interconnect
technologies, reflecting their different design goals. For instance, DPU has a power draw of around 25W. However,
a LPDDR DRAM consumes less than 1 W. When assessing the power consumption of a system, we need to
consider the total power consumption rather than focusing solely on individual device power. For instance, while
a single LPDDR DRAM may consume less power, there may be numerous such modules in a mobile device,
leading to a significant cumulative power.

4 DM ARCHITECTURE
Disaggregated memory architecture refers to the organization ways of Computing Nodes (CM) and Memory
nodes (MN). There are many ways for computing nodes to access external memory spaces in the existing
server architecture. Generally, it is commonly used that far memory path = processing units + local memory +
connections + far memory.
In real physical machines, FMs can be on the same machine or on different machines interconnected by a

network. Figure 6 shows an example of the hardware deployments of a computing node and a memory node.
DM can be built on a single server or paired servers. Compute nodes usually include computation units, caches,
and local memory, while memory nodes mainly include memory control units, memory interconnects, and far
memory. Far memory space often refers to isolated free-accessed memory regions located on certain memory
devices or servers.
In this section, we summarize the DM architecture into 4 categories according to the end number of each

far memory path. The number of compute nodes and memory nodes involved in the far-memory access path
determines the design and system implementation of different disaggregated memory architectures. Similarly to
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Fig. 3. Memory bandwidth of different far memory devices, including memory, storage and network card [8, 13, 101].
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Fig. 5. Power usage of different far memory devices, including memory, storage and network card.

the mapping of instruction and data stream in CPU architecture, we use single/multiple computing node (CN)
Single/Multiple memory node (MN) to describe the disaggregated memory architecture.
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Fig. 6. Physical disaggregated memory testbed with various memory and network devices.

4.1 Single CN Single MN
The basic DM architecture is one single computing node with one single memory node. The computing node can
be CPU processors, GPU processors, or any other accelerators. We use FM paths to represent the data paths from
one computing node and a memory node.

4.1.1 CPU far memory. Currently, there are mainly three types of far memory access paths: the memory-based
FM paths, network-attached FM paths, and controller-involved FM paths, as shown in Table 2.
Memory-based FM path: This type of FM often utilizes persistent memory like NVM and fast storage like

SSD, as shown in the second column of Table 2. These works extend the memory inside each server, which are
called vertical or intra-node far memory. Some works focus on scaling one’s own memory to special memory
nodes with a high-capacity NVM in the rack [20, 71, 128, 151, 160]. They try to design persistent, replicated,
fault-tolerant coherence protocols on distributed file systems for Optent DC persistent memory modules. Many
works adopts SSD [19, 29, 60, 68, 152, 162] as data offloading space. These works take the fast data read of SSD to
accelerate I/O operation and design related resource management methods for high efficiency.

Network-attached FM path: It often connects memory devices through network cards, as shown in the third
column of Table 2. These works extend the memory between servers, which are called horizontal or inter-node far
memory. Many works utilize RDMA NIC [15, 18, 27, 41, 49, 88, 117, 129, 135, 160] as far memory. They explore the
advantages of the RDMA protocol, including the non-CPU-involved computing workflows, one-sided operations,
and variable data transfer chunk size. Some recent works adopt smart NICs implemented by FPGA or DPU
as far as memory [50, 108]. These works offload some data processing workloads to the low-power devices to
improve memory efficiency. However, the proposed smartNIC-based works often suffer performance bottlenecks
compared with RDMA [148]. For cross-rack far memory access, a programmable switch is required. For example,
one can place memory management logic in the network fabric and utilize a PCIe switch to enable rack-level
high-bandwidth memory communication [72].
Controller-involved FM path: DM devices based on reconfigurable hardware involve specific controllers

for highly efficient memory management, , as shown in the forth column of Table 2. For example, String Figure
[104] builds a large memory pool with thousands of memory nodes and tens of CPUs, designing a hybrid
routing protocol and a set of network reconfiguration mechanisms. Beacon [53] proposes a memory management
framework to enable memory expansion with unmodified CXL-DIMMs. Mind [72] uses a control plane to track
the total amount of memory allocated on each memory blade with leveraging its global view of allocations for
load-balanced memory pool management.

4.1.2 GPU far memory. Heterogeneous far memory systems and runtime designs are new trends for today’s
memory-hungry workloads, such as training and inference of large foundation models. These workloads often
rely on general-purpose accelerators, i.e. GPUs for high parallelism. Therefore, GPUs require orders-of-magnitude
higher memory bandwidth than traditional CPU-based systems [75]. However, the memory space of GPU is still
limited and the capacity of such high-bandwidth memory tends to be relatively small. There are several GPU
far memory access paths, including CPU memory, NVLink-based remote GPU memory, direct-storage-based
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Table 2. Taxonomy of far memory (FM) access paths.

Type Memory-based DM Network-attached DM Controller-involved DM

Arch.

CPU

M

DM

CPU

M NIC DM

CPU

M MC
DM

DM

DM

DM

: CPU cores : Local Memory DMM : Disaggregated MemoryCPU

NIC

DM pool

(1). Direct-connected DM (2). Network-connected DM (3). MC-connected DM

MC: Memory Controller
NIC: Network Interface CardCPU

M

DM

CPU

M NIC DM

CPU

M MC
DM

DM

DM

DM

: CPU cores : Local Memory DMM : Disaggregated MemoryCPU

NIC

DM pool

(1). Direct-connected DM (2). Network-connected DM (3). MC-connected DM

MC: Memory Controller
NIC: Network Interface CardCPU

M

D
M

CPU

M
NI
C

D
M

CPU

M MC
M

M

M

M

: CPU cores : Local Memory
D
M

M : Disaggregated MemoryCPU

NI
C

DM chip

(1). Direct-connected DM (2). Network-connected DM (3). MC-connected DM

MC: Memory ControllerNIC: Network Interface Card

Ref.
(CPU)

Persistent memory:
[20, 71, 128, 151, 160]
CXL-based memory:
[78, 154]
Disk and SSD:
[29, 60, 68, 152, 162]

RDMA and DRAM:
[15, 18, 41, 49, 88, 117, 129, 135]
RDMA and NVM: [160]
FPGA and DRAM: [50, 108]

On-chip memory network:
[21, 85, 99, 104, 108]
[27, 50, 72, 147]

Ref.
(GPU) CPU memory: [93, 122, 141] NVLink-based memory [103]

RDMA: [101] SSD: [111]

storage space, direct-rdma-based remote memory, etc. Thus, GPUs can access far memory through several paths,
including unified memory (UM), GPU direct storage (GDS), and GPU Direct RDMA.
Unified memory: In GPU far memory architecture, Unified Virtual Memory (UVM) is an essential way to

integrate GPU and CPU memory spaces. This arrangement facilitates data sharing between CPU and GPU, with
no transfer exposed to apps and users. Recent work focuses on leveraging CPU memory for specific purposes
and optimizing current management strategies. Swap Advisor [52] proposes a general swapping mechanism that
can swap deeper and wider neural networks on limited GPU memory. The memory consumption is reduced
by smartly swapping the model parameters that are updated at the end of each iteration and used by the next
iteration. To optimize GPU’s memory access overhead, Grus [141] co-utilizes different memory-sharing operations
of CUDA UVM when running graph workloads. Shao et al. [123] investigated the implications of GPU UVM
oversubscription. They evaluate the performance sensitivity of applications with over-subscribed memory size on
GPU. Some works adopt memory efficient techniques with static and dynamic scheduling strategies to execute
large-scale graph random walk on GPU and CPU memory[58, 140]. Soroush et al [22] explored the hidden
performance implication of GPU memory management methods and developed a performance model that can
predict system overhead for each memory management method.
GPU direct memory access: The integration of GPU memory with high-speed storage devices like SSDs

and NVMe drives is another frontier in GPU far memory management. Besides storage devices with sufficient
bandwidth for memory management, novel network technology and hardware like RDMA allow data access
faster and lower-costly. Current work focuses on reducing data transfer volume by achieving higher offload and
prefetch efficiency and achieving higher bandwidth and lower latency with hardware and software methods.

GPU Direct-storage (GDS) techniques [102] create a direct data path between local or remote storage, such as
NVMe or NVMe over Fabrics (NVMe-oF), and GPU memory. By enabling direct-memory access (DMA) near the
network adapter or storage, it moves data into or out of GPU memory—without burdening the CPU. GPUDirect
RDMA [100] is a technology introduced in Kepler-class GPUs and CUDA 5.0 that enables a direct path for data
exchange between the GPU and a third-party peer device using standard features of PCI Express. BAM [111]
proposes a big accelerator memory system that enables GPUs to orchestrate high-throughput, fine-grain SSD
storage access. It mitigates I/O traffic amplification by enabling the GPU threads to read or write small amounts
of data on-demand through highly concurrent I/O queues.
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4.2 Single CN Multiple MN
One can utilize multiple far memory nodes for a single computing node to improve data throughput.The compute
nodes need to be carefully designed to utilize external heterogeneous memory resources. If there are multiple
far memory devices, one may hierarchically utilize the hybrid memory devices or use the multiple far memory
backends in parallel.

4.2.1 Hierarchical hybrid memory. Hybrid memory combining fast and slow heterogeneous memories provides
a promising direction to increase memory capacity.

General-purpose hybrid memory design: Some works focus on hybrid memory management for general
works. Hybrid2 [130] considers a hybrid memory system composed of memory technologies with different char-
acteristics that use only a small fraction of the near memory as a DRAM cache and further leverages DRAM cache
for large data migration. Hybrid TLB Coalescing [105] proposes a novel HW-SW hybrid translation architecture,
which can adapt to different memory mappings efficiently. UH-MEM [81] proposes utility-based hybrid memory
management, a new page management mechanism for various hybrid memories that systematically estimates
the utility of migrating a page between different memory types and uses it to guide data placement.
Persistent-memory-based design: Some works focus on hybrid DRAM and NVM memory hierarchy.

Memos [89] proposes a memory management framework that can hierarchically schedule memory resources
over the entire memory hierarchy, including cache, channels, and main memory comprising DRAM and NVM
simultaneously. Panthera [131] proposes a semantics-aware automated memory management technique for Big
Data processing over hybrid memories (DRAM and NVM) by analyzing user programs to infer their coarse-
grained access patterns.MNEME [125] proposes an architectural change where each long bit line in DRAM and
NVM is split into two segments by an isolation transistor.

4.2.2 Multi-path far memory . The coexistence of multiple far memory backends is a boost for offloading
efficiency and system flexibility. Multiple far memory access paths on multiple memory backends (multi-end
DM) may become the future solution for improving data throughput.
Multiple far memory paths for CPU: XMemPod [29] established access to the memory of other VMs

through host- and RDMA-coordinated memory hierarchy. On the other hand, TMO [152] implements its memory
pool through zswap and swap. Buddy Compression [34] compresses and allocates data between GPU device
memory and buddy memory such as NVLink [103], to reduce reallocations within device memory and adapt to
compressibility changes. XDM[138] design parallel multiple far memory backends and can adaptively switch the
backends with dedicated far memory path configurations.
Multiple far memory paths for GPU: Buddy Compression [34] leverages compression to utilize a larger

buddy memory from the host or DM, effectively increasing the memory capacity of the GPU. It compresses the
offloaded memory locally as compressed memory and utilizes buddy storage with alternatives, including CPU
memory, DM, unused peer GPU memory, and NVMe SSDs. ZeRO-Infinity [112] is a novel heterogeneous system
technology that leverages GPU, CPU, and NVMe memory to allow for unprecedented model scale on limited
resources without requiring model code refactoring. G10 [158] scale the GPU memory capacity with transparent
data migrations by integrating the host memory, GPU memory, and flash memory into a unified memory space.
GMT[31] design tiered GPU Memory systems with 3-tier hierarchy comprising GPU memory, host memory and
SSDs and selectively chooses the provided far memory paths.

4.3 Multiple CN Single MN
Oftentimes, one can build a large virtualized memory pool that serves multiple computing nodes. In this way, the
computing node may concentrate on the computing and memory access procedure design, which offloads the
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③

④
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Fig. 7. Typical far memory access paths on disaggregated memory.

coordination of the multiple memory nodes to the single memory node, i.e. memory pool. We list four categories
of remote memory access (RMA) and far memory access (FMA) methods, as shown in Figure 7.

4.3.1 Far memory pool for CPU. 1○ Cross-socket RMA/FMA: One can access the remote memory space of
another CPU sockets through the corresponding Integrated Memory Controller (IMC) on Non-Uniform Memory
Access (NUMA) architecture, involving the latency and bandwidth difference between Local Memory Access
(LMA) and Remote Memory Access (RMA)[69]. 2○ Network-based RMA/FMA: Network-based RMA is usually
used to transmit instructions and data through networks, such as TCP or UDP transmission [5]. The problem is
that data transfer involves many CPU operations, interrupting the original computing on CPUs. Direct Memory
Access (DMA) and Remote Direct Memory Access (RDMA) are often adopted for few-CPU-involved features and
high-speed data transfers [82]. RDMA-based far memory has an order of magnitude difference in memory access
latency and data access bandwidth compared to local DRAM memory [137]. Typically, the network interface
cards (NIC) of the memory device need to be interconnected with the NIC of the memory device in another server
through specific network cables. 3○Memory-based FMA: Persistent memory devices usually interact directly
with the CPU and have their own data processing patterns and programming models[151]. The newly proposed
CXL [3] technology is based on PCIe interfaces and it treats memory device as a special NUMA node (memory
node) without CPU. NUMA awareness significantly impacts performance and requires more thread scheduling
and memory allocation optimizations [159]. 4○ Storage-based FMA: To ease the performance gap between
CPUs and I/O devices, operating systems reserve buffers in memory managed with virtual file systems (VFS) and
reduce actual hard disk I/O reads and writes [168]. Caching and evicting of I/O data can be controlled by LRU list
configuration and other system parameters [7]. One usually accesses far memory by page swapping, swapping
infrequently-used page data to a storage device such as a disk. As storage access performance improves, one can
also access far memory directly through an I/O interface [86].

4.3.2 Far memory pool for GPU. Multi-GPU configurations amplify the computational power of many GPUs
for serving large-scale applications like Large Language Model (LLM). However, they introduce challenges in
managing memory throughout GPUs and accelerate computation and communication. Recent work aims to
use a multi-GPU system for distributed deep learning and optimize memory management and communication
mechanisms. COARSE [147] is a disaggregated memory extension for distributed deep learning (DL) training
on multi-GPU. It proposes dynamic tensor routing and partitioning to fully utilize the non-uniform serial bus
bandwidth varied across different cloud computing systems. MC-DLA [67] proposes a memory-centric deep
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learning system architecture that aggregates a pool of capacity-optimized memory modules within the device-side
interconnect for transparent memory capacity expansion. Griffin [21] is a holistic hardware-software solution to
improve the performance of NUMAmulti-GPU systems. Griffin introduces programmer transparent modifications
to both the IOMMU and GPU architecture, supporting efficient runtime page migration.

4.4 Multiple CN Multiple MN
The Multiple CN Multiple MN architecture means that we organize multiple computing nodes with multiple
memory nodes on multiple servers. We summarize them into two types, the homogeneous CDM architecture and
heterogeneous CDM architecture, as shown in Table 3.

Table 3. The two architectures of cluster-level disaggregatedmemory. In this Table, each Computing components represent the
computing units(CPU, GPU, etc.), caches (L1, L2, last-level cache, etc.), and local memory (DRAM, HBM, etc.). Disaggregated
memory (DM) represents far/disaggregated devices.

Type Homogeneous CDM Architecture Heterogeneous CDM Architecture

C
lu
st
er

A
rc
hi
te
ct
ur

e C

DM

C

DM
C

DM
DM

DM

DM

C
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C

C : Computing components DM : Disaggregated memory components

a). Computing and 
Memory Networks (CMN)

d). Memory 
Network (MN)

c). Memory Access 
Network (MAN)

b). Distributed 
Computing 

Network (DCN)

…
… …

: Network with fabrics and switches  
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C

C : Computing components DM : Disaggregated memory components

a). Computing and 
Memory Networks (CMN)

d). Memory 
Network (MN)

c). Memory Access 
Network (MAN)
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Computing 
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(1). Homogeneous DMC Architecture (2). Heterogeneous DMC Architecture

Computing 
components

Computing 

Disaggregated 
memory 

components

Network with 
fabrics and 

switches

Ref.

Zswap [68] (disk), pDPM [128] (NVM),
TMO [152] (SSD), HyFarM [137] (RDMA and SSD),
Xmempod [29] (RDMA and SSD),
Pond [78] (CXL), ANNS [56] (CXL)

gRPC [5] (DCN), Tensorflow-RDMA [24] (DCN),
Fastswap [18] (MAN), Memliner [133] (MAN),
Thymesisflow [108] (MAN), Memory blade [85](MAN),
String figure [104] (MN), Hybrid2 [130] (MN)

4.4.1 Homogeneous CDM architecture. In a homogeneous CDM, the disaggregated memory resources are usually
deployed on the same physical machine as the compute components, which can be interpreted as the compute
nodes adding extra memory space. It can achieve high performance, but it requires careful management due to
the complex interconnection between computing components and DM components. Since the network channels
need to handle hybrid tasks, one should manage the network channel carefully to maintain data consistency and
address the bandwidth competition problem.

Computing and memory networks (CMN): The computing component often accesses far memory through
intra-server I/O fabrics on the same mainboard. The most commonly used fabric is PCIe, which is used on both
CXL memory [3, 78] and SSD [68, 152, 154]. The computing component can also access memory resources of
the pass-through server through computing and memory networks, as shown in Table 3-a. This network is
responsible for far memory data transfer with remote servers. Commonly used devices include TCP/IP NIC
Switch [5, 82], RDMA NIC switch [18, 29, 34, 49, 137], FPGA switch [108], CXL PCIe switch [53, 72, 94].

Thymesisflow [108] and Memtrade [94] are mainly based on CMN. Thymesisflow [108] features two switchable
roles: computing role and memory-stealing role. The computing role introduces remote memory to a physical
address space range; the memory-stealing role reserves a portion of the local memory on the host system, which
is exposed as disaggregated memory to a neighbor host. Memtrade [94] adopts a producer-and-consumer model
that allows memory producers to lease both their unallocated memory and allocated-but-idle application memory
to remote consumers for a limited period of time.
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Looking ahead, Advancements in CMNpave theway for homogeneous architectures to provide high-performing
all-hardware disaggregated memory solutions. For example, Gen-Z [35] aims to provide a disaggregated I/O
fabric. In addition to CXL [3], OpenCAPI [10] and NVLink2 [103] are also promising cache-coherent attachment
technology for off-chip peripherals.

4.4.2 Heterogeneous CDM architecture. In heterogeneous CDM, DM resources are often decoupled with the
computing components. It maintains higher flexibility of DM management due to the complete disaggregation of
memory resources. The architecture also leaves data control and data consistency to memory pool. However, it
may suffer a noticeable overhead of far memory management, especially when the far memory pool is large.
Different from designs in homogeneous CDM architecture, one can adopt different NIC devices or isolated data
transfer channels for distributed computing network (DCN) and memory access network (MAN).

Distributed computing network (DCN): The computing units rely on DCN to handle data communication
to support parallel designs (Table 3-b). The DCN is mainly realized through a classical distributed computing
network, responsible for computation distribution and task distribution [5, 24, 32].
Memory access networks (MAN): Similar to CMN, MAN handles data transfer with far memory devices

(Table 3-c). There have been works utilize RDMA to access remote DRAM [18, 29, 49]. Some prior works design
programmable FPGA devices or smart NICs to access the remote DRAM [50, 108, 133]. Recent works are more
focused on utilizing PCIe-based CXL switches (CXL 2.0) to access remote CXLmemory or SSDs directly [3, 53, 154].
Pond simulates CXL as a NUMA node without CPU cores and designs a CXL-based full-stack memory pool
with an accurate memory allocation prediction model [78]. The CXL-ANNS enables highly scalable approximate
nearest neighbor search (ANNS) services by disaggregating DRAM via CXL and placing all essential datasets into
its memory pool [56]. Yang et al. [154] explores the design space of flash devices instead of memory devices on
new CXL technologies to overcome the memory wall.
Memory network (MN): The disaggregated memory pool is organized by the MN, which is often based on

on-chip design with high bandwidth and high memory density [104, 130] (Table 3-d). Many works design large
memory nodes based on memory networks. Kim et al. propose a distributor-based network on HMC to reduce the
network diameter while properly distributing the bandwidth across different routers [64]. Zhan et al. propose a
DRAM-based unified memory network architecture on Hybrid Memory Cubes (HMC) that provide an intelligent
I/O interface to reuse the intra-memory NoC as the network switches for inter-memory communication [92, 156].
Poremba et al. [109] observe that placing NVM cubes in a specific order in the MN improves performance by
reducing the network size/diameter up to a certain NVM to DRAM ratio.

5 SYSTEM-LEVEL ADAPTION AND DESIGN
On top of disaggregated memory architectures, runtime design and optimization strategies for far memory
access is crucial. They provide the necessary support for high-performance far memory access and efficient
memory resource scheduling. Based on the above architecture-level design, this section summarizes the software
environment of disaggregated memory, including system-level OS adaption, runtime design and task scheduling.
These systems are designed to support highly flexible resource usage, low-overhead data processing, and high
task/data throughput.

5.1 Operating System Adaption
The OS-level design leaves all the control to the OS without application-specific adaptions and thus is suitable for
any general-purpose programs. One can add new control modules into the OS to manage the DM, detailed in Sec.
5.1.1. One can also modify the existing modules to support the now far memory access path, detailed in Sec. 5.1.2.
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5.1.1 Addition of control modules. Adding new control modules into the OS can manage the disaggregated
memory devices well. We categorize related methods into three groups, including the separate components
control, separated power control, and separated memory control, as shown in Table 4.

Table 4. Different ways of control module addition.

Type Separated components control Separated power control Separated memory control

Arch.
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CPU
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Mem
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Mem

Mem

Mem Mem
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Ref. TCP/IP network: LegoOS [120],
RDMA network: Teleport [163] Zombieland [99]

Memory chip: String Figure [104],
CXL controller: BEACON [53],
Switch controller: Mind [72],
FPGA controller: ThymesisFlow [108],
I/O controller: Gen-Z [35]

Separated components control: A basic approach is to use isolated control subsystem for separated CPU,
memory, network, and storage. Each device monitor can operate locally for its functionality and only communi-
cates with other monitors for real-time resource requirements. LegoOS [120] introduces a modular system named
splitkernel to decouple the traditional OS functionalities into loosely coupled monitors, each of which runs on
and manages a hardware component. Each control module has only two global tasks: orchestrating resource
allocation across components and handling component failure.

Separated power control: Energy costs can be saved if the power of CPU and memory are managed separately
and provisioned on demand. Zombieland system [99] provides an effortless way for disaggregating the CPU-
memory couple at the power supply domain level. CPU and memory still share the same board, but their power
supply domains are separated. It also uses a new ACPI sleep state (called zombie), which allows the suspension of
a server (thus saving energy) while making its memory remotely accessible. In addition, the consumed memory
node is equipped with specialized hardware controllers with separated power control [50, 72].

Separated memory control: Independent control modules can manage memory devices, handling data read
and write on memory blocks and the data coherency of the memory pool. At the hardwre level, a classic solution
is to build a sizeable on-chip memory pool organized with routers and managed by a global memory controller.
For example, String Figure [104] proposes a high-throughput, elastic, and scalable memory network architecture.
It generates random topology for high network throughput and near-optimal path lengths in large-scale memory
networks. At the software level, one can use appropriate software to manage memory resources in both memory
blades and switches. For example, BEACON [53] is located near the memory pool and it can process data in
the memory pool and accelerate data routing in the switch. This design can leverage the high communication
bandwidth provided by CXL without modifying cost-sensitive DRAM. Further, there are several works adopting
hardware-software co-design ways to manage the memory pool. For example, ThymesisFlow [108] introduces
a software-defined hardware/software co-designed datapath on top of the IBM POWER9 [54]. It embraces the
OpenCAPI [10] cache coherent attachment technology that is available today on IBM POWER9 processors
[54]. It uses a Remote Memory Management Unit (RMMU) to manage the address translation and make each

, Vol. 1, No. 1, Article . Publication date: August 2024.



Survey of Disaggregated Memory • 17

Table 5. Differerent ways of existing module modifications.

Type Network card replacement Storage replacement Memory replacement
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Ref.

TCP/IP card: [5], [83], etc.
RDMA: [49], [18], etc.
SmatNIC: [50], [108], etc.
Smart switch: [72] etc.

Disk and SSD: [68], etc.
Heterogeneous SSDs: [152], etc.
SSD and RDMA: [29], [137],etc.
CXL-based SSD: [154]

NVM: [128], [121], etc.
CXL: [78], [47], etc.
Optical: [46, 169] ,etc.

memory section (viewed as far memory space) independently and "hotplugged" at runtime. Clio [50] proposes
a hardware-based memory disaggregation solution that has the right amount of processing power at memory
nodes. Implemented on FPGA hardware, Clio virtualizes and manages disaggregated memory at the memory
node, including a new hardware-based virtual memory system, a customized network system, and a framework
for computation offloading.

5.1.2 Modification of existing modules. Many prior works propose new technologies at the software level to fully
use existing mechanisms in the OS. These designs can be quickly adapted to deploy on commercial hardware
architectures while ensuring transparency to the task. We summarize prior works into three categories, including
network card replacement, storage replacement, and memory replacement, as shown in Table 5. Traditionally, the
swap space is a block partition on the disk, which is managed as a file. In recent years, researchers have replaced
the original swap backend with higher-performance memory devices to optimize the data swap performance,
such as RDMA network cards [18, 29, 49, 88] and SSD [29, 68, 152]. A basic implementation involves adding a
kernel patch and a new module into the OS, utilizing data transfer procedures with far memory access.

Network card replacement: Many works have been devoted to adapting page swap mechanisms in existing
systems to RDMA-based far-memory environments, as shown in Table 5. For example, Liang et al. [83] designs a
high-performance networking block device (HPBD) over InfiniBand fabric, which serves as a swap device for
efficient page transfer to/from remote memory servers. Infiniswap [49] is the first far memory system based on a
traditional page-swap mechanism that utilizes RDMA as swap backends. Cao et al. [29, 88] designed the FastSwap
tool to efficient page swapping via RDMA in VMs. FastSwap can leverage idle host memory and redirect the
VM swapping traffic to the host-guest compressed shared memory swap area. Fastswap [18] explores the role of
RDMA-based far memory in enhancing task throughput. Sherman [142] introduces a write-optimized B+ Tree
index for disaggregated memory to boost the write performance of RDMA-based far memory access.
Storage replacement: Commercial cloud-native corporations often use storage to offload data due to the

high cost of RDMA deployment, as shown in the third column of Table 5. Google in its work Zswap [68] showed
that software-defined far-memory systems can actively compress cold memory pages in the DRAM. Meta’s data
centers use TMO system [152] to offload task data to far memory in heterogeneous datacenter environments.
It designs a Pressure Stall Information (PSI) kernel to automatically adjust how much memory to offload to
heterogeneous devices according to the device’s performance characteristics and the application’s sensitivity to
memory-access slowdown. Koutsovasilis et al. [66] presented a memory balancing policy that autonomously
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migrates memory pages across local and disaggregated memory. Xmempod [29] uses different software managers
to support data swap on inter-VM DRAM-based far memory, RDMA-based far memory, and block-device-based
far memory. Hyfarm [137] utilizes both SSD-based intra-server far memory and RDMA-based inter-server far
memory that replaces the disk-based swap backend and thus balances the memory usage between servers well.
Several works have utilized persistent memory as a remote storage space to expand memory resources further,
taking advantage of its much better performance benefits and persistence over disk to store data [121, 167].
Clover [128] proposes to separate persistent memory and connect them to compute nodes in a remote storage
fashion, allowing all compute nodes to directly access and manage storage nodes.
Memory replacement: Recent works also utilize volatile and non-volatile memory devices as far memory

space, as shown in the fourth column of Table 5. Data units are often called objects with variable data sizes,
which can be stored on NVM, CXL, and optical memory devices. A key idea is to design data indexing methods
based on specific efficient data structures since the data offloading and fetching in the DM system is similar to
traditional key-value store operations. For example, classic DM indexing works [142, 170] use B+ tree to build
range indexes. dLSM [143, 145] proposes optimized LSM-tree compared with the traditional B-tree indexing for
disaggregated memory, leveraging near-data computing with RDMA-specific customizations and tuning in byte
address granularity with high system performance. Skadi [51] and SMART [90] argue that radix tree is more
suitable for DM than the B+ tree due to smaller read and write amplifications. They design high-performance
locks for the leaf nodes and read-delegation and write-combining techniques to reduce redundant I/Os.

5.2 Runtime Design and Optimization
Far memory systems for virtual environments are designed for better runtime management. Different from
designs at the OS level, virtualization-level design is software-defined and non-transparent for applications. They
often maintain more flexible memory management strategies, including memory reclamation, memory allocation,
and memory calls.

Virtualized environments are adapting to more far-memory devices, which will be one of the main directions
for research on disaggregated memory systems in the following decades. The virtualization method includes
bare-hardware virtualization, virtual machines with inner OSs, container-based virtualization, and Java virtual
machines to provide isolated resources.

5.2.1 Memory and network virtualization. In a virtualization environment, memory and network resources can
be abstracted through memory address mapping, memory region isolation, and network channel allocation.

• Memory address mapping: For memory virtualization, the system establishes a complex mapping of virtual
addresses to physical addresses to support flexible memory management from inside the VM to the Host.
Works [72] can build a global virtual address space shared by all processes and range partitioned across
memory blades to minimize the number of address translation entries.

• Memory region isolation: Typically, memory exists as multiple individual memory sticks that can be divided
into different memory regions based on their distance from the CPU socket, i.e., NUMA architecture [69].
Memory accesses in the same socket have the same performance, but memory accesses across sockets will
have lower bandwidth and longer latency.

• Lightweight network channel allocation: On general TCP/IP and RDMA network cards, the network channels
are often controlled by the CPU cores since they are bonded with CPU threads. On RDMA, the Single-Root
I/O Virtualization (SR-IOV) [144] is a standard mechanism of PCIe device virtualization technology. Each
virtual PCIe device Z(such as RDMA) has its own PCIe configuration space and provides services for
upper-layer software just like physical PCIe devices.

, Vol. 1, No. 1, Article . Publication date: August 2024.



Survey of Disaggregated Memory • 19

• Easy-to-use interfaces abstraction: people have designed diverse far memory access interfaces to easy use
RDMA-based transfer[15, 41, 62, 129]. A proper implicit data structure is used behind the data transfer on
memory spaces across network.

5.2.2 Design in virtual machine (VM). In VMs with host OS and without host OS, there are significant differences
on far memory allocation ways. Each VM will be assigned CPU and memory in advance, while a hypervisor or
monitor mainly manages storage I/O and network management. In scenarios with host OS, such as VMware
[14], KVM [6], etc., the local memory can be allocated to each VM by the host, and the VMs can access different
remote memories, both from other VMs and by exchanging data with the host memory. In scenarios without
host OS, e.g., Xen, etc., the storage I/O, and network of each VM are managed by a particular VM (also called VM
0). In these scenarios, QEMU [12] is the core component for I/O and network management.
The disaggregated memory devices described in this paper include memory-like [3, 78], storage-like [151,

152, 154] and network-involved [18, 49, 72, 134] memory nodes. Thus, the design of a VM-level far memory
system will consider the memory interactions between VMs, memory reclamation for each VM, and I/O and
storage management of each VM. The host can allocate memory already reclaimed from VMs as well as additional
memory that has not yet been allocated. In a network-based detached environment, the host can also allocate far
memory for VMs on other machines.

Optimizing the memory access hierarchy in a virtual machine environment can improve the efficiency of mem-
ory resource allocation. Existing works concentrate on host swapping and ballooning for memory consolidation
and over-commitment. VSwapper [19] addresses the challenge of poor performance caused by various types of
superfluous swap operations, ruined swap files sequentially, and uninformed prefetch decisions upon page faults.
It provides a Swap Mapper to monitor the disk I/O mapping with memory and a false read preventer to eliminate
false reads. HybridSwap [162] addresses the problem that guest OS cannot utilize free pages in the host directly.
They propose a distributed scalable framework to organize surplus memory in all hosts into virtual pools for
swapping. XmemPod [29] can dynamically expand the memory capacity hierarchically memory by expanding its
memory demand over virtualized host memory first and remote memory next before resorting to an external
disk. Pond [78] can create machine learning models that can accurately predict local and pool memory allocation
rates on VMs with same-NUMA-node memory performance.

5.2.3 Design in containers. In the cloud, far memory management in containers is attracting more attention,
such as the main services Microservices and Serverless functions. There are optimization methods designed
for containerized clouds. Some works optimize RDMA-0based far memory access in container environments.
Freeflow [63] virtualizes RDMA environment for containerized clouds. It supports multi-tenancy isolation,
container portability, and control and data plane controllability. Mitosis [150] proposes a fast RDMA remote
fork that can quickly launch containers on multiple remote machines. Some works study the disadvantages and
overheads when deploying serverless functions. Medes [118] optimizes the system performance by identifying
memory redundancy and designing a simple sandbox management policy that supports smooth navigation in the
trade-off space for operators. Unlike prior systems that allocate memory at job granularity, Jiffy [61] can achieve
task-level resource scheduling. Jiffy efficiently multiplexes memory capacity across concurrently running jobs,
reducing the overheads of reads and writes to slower persistent storage. Skadi [51] is a distributed runtime to
mitigate the failure of deploying resource disaggregation in a harmony system. Beldi [157] proposes a stateful
serverless runtime system for writing and composing fault-tolerant and transactional stateful serverless functions
to guarantee exactly once semantics.

5.2.4 Design in Java virtual machine (JVM). Some work focuses on invocating far-memory resources in Java
virtualized environments, designing strategies for their synergy with Java garbage collection (GC) mechanisms.
For example, MemLiner [133] proposes a runtime technique that “lines up” memory accesses from the application
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and the GC, thereby reducing the local-memory working set and improving remote-memory prefetching. Semeru
[132] designs a distributed JVM that provides a unified abstraction of virtual memory across CPU and memory
servers and a distributed GC that offloads object tracing to memory servers. Some work has been devoted to
building application non-transparent far-memory frameworks based on custom APIs to support far-memory
calls in virtualized environments. AIFM [117] proposes application-integrated far memory based on remoteable
and hybrid near/far memory data structures, which makes far memory available to applications through a simple
API and without read-and-write amplification.

5.3 Task Scheduling Design
The above runtime systems can support various tasks in the virtualized environment, where tasks share the
computing, memory, network, and storage resources of servers in the datacenter. Many works design and optimize
task scheduling to better utilize disaggregated resources with high flexibility and high quality of service (QoS).

5.3.1 DM scheduling architecture. There are two types of management methods on disaggregated memory in
the clusters, which we termed centralized management architecture and decentralized management architecture,
as shown in Figure 8. The centralized DM management is easy for resource management and low-cost memory
updating, while the decentralized DM management performs better for resource sharing and cost efficiency.

Centralized DM scheduling architecture: The centralized DM scheduling [46, 104, 153] maintains a central
management entity, such as a large memory pool with multiple memory nodes, to provide far memory resources
to each computing node. Actually, this concept was not proposed first; earlier in 1989, Kai Li et al. [80] stated that,
in the shared memory system, one can use a shared virtual memory as the memory management monitor. The
monitor consists of a data structure [16] and some procedures that provide mutually exclusive access to the data
structure. Centralized DM has the advantage of data coherence management, which the memory pool monitor
can strongly protect. However, it faces the problem of scaling up and out. One can find it hard to build a larger
memory pool of more than 1000 memory nodes [104].
Decentralized DM scheduling architecture: In decentralized DM scheduling [29, 72, 108], the memory

resource is distributed physically and shared virtually. Each server node is equipped with far memory resources
and can provide additional memory resources for its own computing units and other computing nodes. As shown
in Figure 8-(3), each server can have SRAM-based caches, DDR DRAMs, RAM-based non-volatile memories,
flash-based SSDs, and disk to hierarchically store the data for heterogeneous computing units. This pattern can
not only solve the scalability problem of centralized DM but also alleviate the performance bottleneck. Building a
decentralized data communication scheme can decouple memory control and reduce data synchronization traffic.
For example, COARSE [147] is a disaggregated memory extension that improves communication performance of
GPUs. It builds on modern cache-coherent interconnect (CCI) protocols and MPI-like collective communication
for synchronization, allowing low-latency and parallel access to training data and model parameters shared
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among worker GPUs. Memtrade [94] employs a central coordinator that manages the disaggregated memory
market and matches memory producers and memory consumers based on their supply and demand.
In cluster-level DM architectures, homogeneous and heterogeneous architectures have their advantages and

disadvantages. Both can be used for resource scheduling and management through centralized and decentralized
methods. Just like the shared-stade scheduling architecture [26, 119, 146], homogeneous and heterogeneous
architectures may reasonably coexist and work in complementary ways in future disaggregated clusters.

5.3.2 Resource management strategies. Many works optimize the system from the view of hardware resources.
We list several commonly used optimization methods for efficient resource management.

Adaptive data distribution: Optimizing resource allocation and access patterns in disaggregated memory
systems requires an awareness of applications’ or data types’ latency sensitivity. Identifying various sensitivities
helps the system optimize memory access and bandwidth allocation. HyFarM [137], CFM [18], and TMO [152]
both focus on profiling and measuring the impact of far memory on application performance. CFM [18] develops
a degradation profile for each application by measuring runtime across different local memory ratios. TMO [152],
on the other hand, leverages the Pressure Stall Information (PSI) mechanism to dynamically adjust offloading
decisions. HyFarM [137] senses sensitivity to collocate FM-sensitive and FM-tolerant tasks. Comparatively, while
fastswap [18] and TMO [152] dive into performance degradation of individual tasks, HyFarM [137] applies the
sensitivity to multi-task orchestration in a hybrid FM environment.
I/O bandwidth expansion: Existing works try to add new direct memory/storage access paths to improve

the memory efficiency and I/O bandwidth utilization. GPU direct storage (GDS) supports direct storage that
skips copies in CPU memory. However, the parallelization of GDS’s I/O requests is limited by the CPU. BAM
framework [111] adds NVMe-based I/O read and write logic to the cuda core, enabling the GPU to directly initiate
more threads. The work GIDS [106] further adds asynchronous I/O processing modes based on BAM, thus further
reducing I/O overheads. Direct memory access is also a solution to reduce data copy and duplication. For example,
Zero-Infinity [112] can offload all of the partitioned model states to CPU or NVMe memory or keep them on the
GPU based on memory requirements, thus handling huge parameters for training on current GPU clusters.

Data throughput improvement: The nature of disaggregated memory systems supports parallel data transfer
and parallel execution of applications by allowing concurrent access to a shared memory pool. Fargraph+ [136]
proposes a parallelism control strategy on graph processing on disaggregated memory architecture. It controls
the multi-threading design of graph applications on the basis of saving RDMA-related resources (CPU core,
memory space, RDMA queues, etc. Canvas [134] redesigns the swap system with fully isolated swap paths for
remote-memory applications, thus improving the swap parallelism of data swap paths.

Resource preemption reduction: To reduce resource preemption in disaggregated memory systems, effective
resource isolation among different tenants or applications is essential. Canvas [134] isolates swap paths for
applications, each processing its own swap partition, cache, and RDMA bandwidth. Remote Region [15] supports
exporting memory as files, supplementing RDMA functions lacking, such as namespace and access control. To
balance the diverse needs of applications, ensuring high-priority tasks with more local memory resources is
essential. HyFarM [137] works hard on balancing the resource pressure between servers by analyzing the far
memory sensitiveness of each application and assigning more local memory to those far-memory-sensitive tasks.
Reliability guarantee: Existing work trends to improve the system’s reliability include failure recovery,

fault tolerance, resource isolation, etc. 1). Some work has been devoted to failure recovery designs to improve
the reliability of far memory systems. Hydra [74] presents a failure resilience mechanism for remote memory,
adopting an in-memory erasure coding scheme that achieves single-digit µs tail memory access latency by
analyzing load balancing and availability trade-offs for distributed erasure codes. Carbink [? ] proposes a far
memory system that uses erasure-coding, remote memory compaction, one-sided RMAs, and offloadable parity
calculations to achieve fast, storage-efficient fault tolerance. 2). Some works adopt coherence protocols for better
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fault tolerance. Āpta [107] designs a fault-tolerant object-granular CXL disaggregated memory for accelerating
Function-as-a-Service (FaaS). Apta introduces a novel fault-tolerant coherence protocol for keeping the cached
objects consistent without compromising availability when facing computing node failures. 3). Plenty of works
implement isolated far memory access to avoid failure and interference. For example, the vVEEs [65] construct
trusted and virtual Trusted Execution Environments (TEEs) by adding unified interfaces and standard security
primitives that can run on heterogeneous hardware components. It also builds secure domain isolation across
disaggregated components at the user level without losing flexibility and elasticity. Xmempod [29], Memory
trades [94], and Remote reagions [15] use VMs and RDMA memory regions to isolate data of each program to
avoid performance interference.

5.3.3 Far-memory-aware scheduling. There are some works designing far memory aware scheduling methods
for higher memory utilization and efficiency.
Memory resource scheduling: The traditional scheduler needs to ensure strict Quality of Service (QoS) of

tasks. Some tasks use elastic scaling to flexibly schedule resources [116], improve resource management efficiency
through task understanding and resource occupancy prediction [36]. Some works try to dynamically capture
accurate resource requirements from execution runtime for fine-grained scheduling [57], and optimizing jobs
with complex dependency structures and heterogeneous resource requirements [48]. Others are geared towards
goals such as scheduling fairness, energy efficiency, and cost control.
Dynamic data placement:Most of the recent scheduling approaches focusing on dynamic data placement.

Memtrade [94] harvests producer memory using an application-aware control loop to form a distributed transient
remote memory pool with minimal performance impact. For example, CFM [18] computes the minimum amount
of data that can be retained in local memory for each task’s SLO requirements, thus freeing up more memory space
than is available to accommodate more tasks. Software-defined remote memory [68] compresses the swapped-out
pages by the zswap kernel [86] and selectively evict low-priority jobs by killing them and rescheduling them
on other machines when memory is reaching its limit. xMemPod [29] employs a hierarchical remote memory
system that extends the VM’s memory to the VM’s mainframe memory, to the remote memory, and finally to the
hard disk. Allot [33] proposes memory resource abstraction and data placement policies for distributed hybrid
memory pools (DHMP) with RDMA capabilities to efficiently manage hybrid NVM and DRAM memory.
Netural-network-based scheduling: Some works design hybrid memory schedulers for natural networks.

Sentinel [113] states that HM imposes challenges on tensor migration and allocation for high-performance DNN
training. Sentinel uses dynamic profiling and coordinates OS and runtime-level profiling to bridge the semantic
gap between OS and applications, which enables tensor-level profiling and co-allocating tensors with similar
lifetime and memory access frequency into the same pages. Kleio [40] proposes a page scheduler with machine
intelligence for applications that execute across hybrid memory components. The scheduler combines existing,
lightweight, history-based data tiering methods for hybrid memory, with novel intelligent placement decisions
based on deep neural networks.
Application-aware scheduling: Some works take the application sensitivity of far memory usage into

account. By directly measuring an application’s sensitivity to memory access slowdown, TMO [152] can effectively
offload memory across diverse workloads with minimal impact on application performance. CFM [18] designs
an application-aware cluster scheduler that leverages far memory to improve job throughput. HyFarM [137]
proposes a task management strategy for hybrid far memory clusters that cooperatively co-locate tasks according
to the far memory sensitivity analysis. It features an intra- /inter-node joint memory adaptation approach for
balancing the memory usage at both the task and server levels.
NUMA-aware scheduling: Plenty of works concentrate on NUMA architecture to optimize application

performance. Pond [78] relies on the CXL interconnect standard and takes the CXL memory as a NUMA node.
It exposes the pool memory to a VM’s guest OS as a zero-core virtual NUMA (zNUMA) node, i.e., a node

, Vol. 1, No. 1, Article . Publication date: August 2024.



Survey of Disaggregated Memory • 23

with memory but no cores, like Linux’s CPU-less NUMA [69]. With the combination of hardware and systems
techniques, it can achieve both same-NUMA-node memory performance and competitive cost for public cloud
platforms. ThymesisFlow [108] designs the run-time attachment/detachment of byte-addressable disaggregated
memory to a running Linux Kernel exploiting dynamically created NUMA nodes to host the remote memory.
This work [66] utilizes Linux’s NUMA memory page migration policy that automatically promotes and moves
hot/cold memory pages between local and far memory.

6 APPLICATION-LEVEL OPTIMIZATION METHODS
Faced with different applications and different far memory access patterns, we summarize general-purpose
execution optimization and domain-specific system design.

Table 6. Data management policy: inclusive and exclusive.

Type Inclusive Exclusive

Arch.

L1

L2

L3

Copy

Copy
Swap

SwapMap

Map

Data

Data

Data Data

Index

Index

(1). Inclusive data relationship (2). Exclusive data relationship

L1

L2

L3

Cache

Cache
L1

L2

L3

Copy

Copy
Swap

SwapMap

Map

Data

Data

Data Data

Index

Index

(1). Inclusive data relationship (2). Exclusive data relationship

L1

L2

L3

Cache

Cache

Ref. Prefetch: Leap [17], Canvas [134] etc.
GPU UVM: Grus [141]

Data map: Hybrid2 [130], Sherman [142]
Data offloading: Mind [72], Fargraph [135] etc.

6.1 General-Purpose Execution Optimization
The first consideration for application performance improvement in far memory environment is the data manage-
ment policy during execution. Particularly, the optimization strategies of application access to far memory mainly
occur in three processes: 1) far-memory job distribution and local-memory data caching in compute nodes, 2)
data transferring between local and far memory, i.e. data communication between compute nodes and memory
nodes, and 3) data caching and storing procedure through hierarchical memory devices on memory nodes. To
simplify this, we summarize that FMA-based data processing = data distribution + data communication +
data preservation.

6.1.1 Data distribution. Far-memory-involved computation is a new type of computing pattern that is comple-
mentary to the existing computation mode. We discuss how far memory acts in program running procedures and
the relationship between far memory and existing computing patterns.

In-memory data offloading: To save local memory space, large-scale applications, such as graph processing
[124, 164], video processing [43], AI model training [123, 139] applications, often load many tax-like few-used
data into local memory. Based on fine-grained program analysis, far memory can help to offload the in-memory
data into far memory, including offloading cold and read-only data [117, 135], evicting one-off data [18, 152],
compressing cold data [34, 86], et al.

out-of-core data distribution: Existing works often [91, 115, 161, 165, 168] use classic storages (i.e. HDD) to
store large dataset. Far memory systems can accelerate the I/O performance by replacing the HDD-based access
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paths and programming interfaces with RDMA-based[18, 135] or SSD-based[88, 152] far memory access paths,
leveraging much larger data bandwidth and shorter access latency.
Data partition in distributed computation: At the cluster level, distributed refers to dividing the task

process and task data into separate servers and running them in parallel[32]. With far memory involved, one can
only partition task data with few job distributions, which is more friend to distributed computing[5, 15, 117, 129].
One can also provide flexible and additional memory spaces for each sub-task to enhance overall efficiency[136].
Task working set partition: In memory processing applications load all the working set [38, 44] into local

main memory and then execute them in memory and caches. The working set mainly includes two parts: the
required software environment and source data. In the cloud, most of the serverless functions and micro-service
applications use this model. For latency-critical applications, the in-memory processing model can have high
performance but occupy much more memory space, always several times the least local memory size since there is
part of the memory tax [152]. Fastswap [18] employs Linux control groups (cgroups) [4] for working set partition.
It sets limitations on physical memory allocation to a process to control its local memory ratio. FAM-Graph
[155] proposes a partition scheme that separates vertex data and retrieves edge data chunks only when needed.
Another method is to compress cold data to save more time and capacity [86]. Google’s software-defined far
memory [68] leverages zswap mechanism to compress cold pages proactively, then move them to slower storage.

6.1.2 Data communication. The key operations of data communication between local memory (computing nodes)
and far memory (memory nodes) are data offloading (to write and store data on the far memory) and data fetching
(to read data from far memory and get them into local memory for computing). Some works design specific
memory access approaches based on read and write behavior and utilize data transfer channels to improve
memory bandwidth utilization [30, 141]. (1). Data/Memory offloading is a common term used to indicate that part
of the data in a program can be offloaded to far memory and will be retrieved from the same memory address.
Due to the limited local memory, the unused data in local memory needs to be reclaimed to free up memory
space (i.e., memory reclamation or garbage collection). One can swap data from the far memory into the local
memory on demand, known as memory swapping. (2). Data fetching describes retrieving data from a non-local
memory. Designing an efficient fetching mechanism is necessary due to the limited memory or I/O bandwidth
and high demand for access speed. One can leverage a memory management method along with a network
communication protocol to fetch the remote data.

User-friendly program interfaces. Program interfaces significantly simplify access to disaggregated memory
systems, utilizing RDMA and other technologies. LITE [129] and FaRM [41] both abstract RDMA to facilitate
application-level interactions. LITE [129] virtualizes native RDMA into a local indirection tier to achieve both
safety and performance. FaRM [41] uses RDMA to build a memory-distributed platform in which address space is
shared. Remote Region [15] and AIFM [117] both offer concise APIs for memory manipulation, making it easier to
manage remote and local data. Besides, FreeFlow [62], AR-gRPC [24], and Mitosis [150] support high-performance
applications by providing far-memory access frameworks for specific scenarios.

Adaptive data granularity: Data granularity refers to the level or size of data division. The way data is stored
and processed across various hardware and software platforms significantly influences efficiency. Some works try
to design smaller or more flexible data access granularity for applications to improve application performance.
Fargraph [135] transparently segment data into data chunks in RDMA transfer to facilitate RDMA read/write.
Increasing data granularity to enable accurate operations is also a trend. AIFM [117] utilizes far memory at object
granularity and manages local offloadable memory at log granularity. Kona [27] uses cache coherence instead of
virtual memory for tracking applications’ memory access behavior transparently at cache-line granularity. Some
work addresses the problem of high dirty data amplification that comes from using page granularity for tracking
changes to the cached data (4KB or higher). Remote regions [15] consider the trade-off between granularity and
flexibility in its region map, which tracks the location of regions.
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Parallel data swap: The coexistence of multiple applications can lead to significant performance degradation
due to interference among swap operations. This challenge underscores the importance of developing robust
parallel data swap mechanisms that can accommodate the simultaneous demands of diverse applications while
minimizing the adverse impacts of such interference. Recent works aim to optimize swap efficiency and minimize
slowdowns due to cross-application interactions. Canvas [134] introduces a fully isolated swap environment for
each application, encompassing resources such as swap partitions, caches, prefetchers, and RDMA bandwidth.
They design dynamic swap entry allocation, semantics-aware prefetching, and strategic RDMA scheduling,
collectively enhancing swap efficiency and application performance. VSwapper [19] complements this approach
by focusing on the granularity of swap operations. Through its Swap Mapper, VSwapper addresses issues like
silent and stale writes by establishing a clear correspondence between disk blocks and guest memory pages. This
is achieved viammap system calls, which streamline the swap process and reduce operational overhead, ensuring
that the host kernel efficiently manages and names pages.

6.1.3 Data preservation. In multi-level memory systems that involve both fast and slow storage spaces, there
are two data preservation methods: inclusive cache hierarchy and exclusive cache hierarchy, as shown in Table
6. Oftentimes, the fast memory entities have a small memory capacity based on volatile memory cells. On the
contrary, slow memory entities often have a large capacity on non-volatile memory/storage blocks.

In an inclusive cache hierarchy, the data stored in the fast memory (like RAM or cache) is a subset of the data
stored in the slow memory (such as HDDs or SSDs)[55]. Traditionally, the performance gap between devices in
the memory hierarchy is relatively large. Thus, the off-the-shelf often uses inclusive cache hierarchy to reduce
end-to-end memory access latency[2? ]. However, as the analysis before (in Sec. 3.3), the performance gap has
been narrowing with the development of different memory devices. The use of data swap is adequate for better
utilization of memory and storage space. In an exclusive cache hierarchy, the data stored in the fast and slow
memory spaces is distinct[55]. This arrangement entails that the data stored in the fast memory is not duplicated
in the slow memory and vice versa. The general approach is to store the most necessary data in faster and often
more limited memory space. This method can ensure the maximum utilization of these two types of memory
resources. This setup can significantly improve system performance, as it prevents unnecessary duplication and
better uses faster memory for critical tasks.

Cache optimization: Recent works have been focusing on designing data caches between local and far memory.
For example, Hybrid2 [130] designs a memory system architecture that combines a small high-bandwidth 3D-
stacked DRAM and a large lower-bandwidth off-chip DRAM. Hydra [73] introduces a configurable resilience
mechanism that applies online erasure coding to individual remote memory pages while maintaining high
availability. Hydra can be integrated into the existing far memory frameworks such as Infiniswap [49], Leap [17]
and Remote Regions [15], to have better performance.
Selective data prefeching: Prefetching data into local memory before the actual access instruction is often

adopted. Efficient prefetching optimizations can happen at the application, system, and hardware levels. AIFM
[117] leverages the semantics of data structures to support customized prefetching and caching policies. Fargraph
[135] prioritizes data segments based on far memory ratio to minimize transmission overhead. The application’s
host server uses local memory as a data cache. Fastswap design a prefetch method for higher data access
performances [18]. Leap [17] implements its prefetching algorithm with a data path that segregates application
data transfer to far memory. In contrast, Canvas [134] schedules packets of each application in an RDMA manner.
Furthermore, some works save space and reduce data transfer overhead by compressing cold data [68]. HoPP
[79] designs a hardware-based memory controller to prefetch sufficient hot pages to OS on a separate data path
alongside the normal remote data path. Assise [20] maximizes data locality for all file IO by carrying out IO on
process-local, socket-local, and client-local persistent memory. Some works utilize better indexing strategies to
accelerate the data fetching. Sherman [142] leverages distributed B+ tree in a DM system to accelerate indexing.
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6.2 Domain-Specific Design
6.2.1 Elastic computing on far memory. Elastic applications typically require on-demand dynamic networking.
For instance, computing nodes in a disaggregated storage system access the data stored at the storage nodes
across the network. A elastic computing system needs to scale automatically according to application demands.
For example, KRCore [149] designs a microsecond-scale control plane on commodity RDMA hardware for elastic
computing. The key ideas include virtualizing pre-initialized kernel-space RDMA connections instead of creating
one from scratch and retrofitting advanced RDMA dynamic connected transport with static transport for low
overhead connection and high networking speed.

6.2.2 Graph processing on far memory. Fargraph [135] analyzes the impact of graph processing workload on
disaggregated architecture. Specifically, it reduces the overall data movement through a well-crafted, graph-aware
data segment offloading mechanism. In addition, it uses optimal data segment splitting and asynchronous data
buffering to achieve graph iteration-friendly far memory access. FAMgraph [155] leverages application-level
properties, such as read-only edge data, to efficiently tier data between local and remote memory and prefetch
remote data for local computation.

6.2.3 DNN-supported far memory. As the model and dataset for production-scale recommendation systems scale
up, the size of the embeddings is approaching the memory capacity limit. Recent studies offload the embedding
lookups into SSDs, which target the embedding-dominated recommendation models. RM-SSD [127] offloads the
entire recommendation system into SSD with in-storage computing capability. The proposed SSD-side FPGA
solution leverages a low-end FPGA to speed up both the embedding-dominated and MLP-dominated models
with high resource efficiency. ReCXL[87] is a CXL memory disaggregation system that utilizes near-memory
processing for scalable recommendation model training, utilizing data transferring bandwidth optimizations.

6.2.4 Large-scale model training system. Due to the huge size of parameters, both training and inference of large
language model (LLM) need to be deployed in a distributed manner to improve parallelism. The cost of their
hardware and power consumption is exceptionally high. Recent work has investigated high-performance scaling
of memory pools and efficient management of hierarchical memory architectures. For example, HET [96] is a
new system framework with a fine-grained cache consistency design that significantly improves the scalability
of massive embedding model training. It embraces skewed popularity distributions of embeddings and leverages
it to address the communication bottleneck with an embedding cache.Angel-PTM [98] proposes a productive
deep learning system that can train extremely large-scale models pre-training and fine-tuning with hierarchical
memory. The key designs of Angel-PTM are fine-grained memory management via page abstraction and a
unified scheduling method that coordinates computations, data movements, and communications. Furthermore,
Angel-PTM has also designed a lock-free updating mechanism to address SSD I/O bottlenecks.

7 SUMMARY OF CROSS-LAYER DMWORKS
In this section, we give an overall summary about representative disaggregated memory works with cross-layer
designs, i.e. architecture level, system level, and application level. We summarize the far memory types (architec-
ture level), runtime design level (system level), design considerations including data granularity, programming
difficulty, and design metric (application level).
Far memory type: The second column in Table 7 shows far memory types used in recent works. From the

perspective of hardware, most works choose DRAM as local memory. There are plenty of works supporting
NIC-based far memory. A subset of studies explore alternative NIC designs except RDMA NIC, including PCIe
Switch, OpenCAPI, NVLink, DIMM, Optical, FPGA, CCI, and CXL Switch. Particularly serving for GPU-like
accelerators, GPU far memory is becoming a new trend. Related works have supported the heterogeneous memory
types of NUMA, HMC, 3D-stacked DRAM, OCM, and HBM, which can also viewed as far memory. With the
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Table 7. A summary of function on related works. ✓ means this aspect is carefully designed in the paper, ◦means this aspect
is considered in the paper, − is not considered. "NIC" means Network Interface Card. "CXL" is Computing Express Link.
"TCO" means Total Cost of Ownership. "OCM" is Optically Connected Memory. "VM" represents Virtual Machine and "JVM"
is Java Virtual Machine. "DL" is Deep Learning and "ML" is Machine Learning. "A/F" represents that the system considers
anonymous pages and File-backed pages. "Fa" represents Failure and "Is" represents Isolation.
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Memory Blade’09 [85] − − − FGRA − − − − ◦ ✓ − − − − ✓ − − ◦ ✓ − − ✓ ✓ − ✓ − −
FaRM’14 [41] − − RDMA − ◦ − − − − − − ✓ Read/Write − − − ✓ − − ✓ − − ✓ ✓ − − −
Holistic’15 [66] − − − − − − − NUMA − − ✓ VM − − ✓ − − ✓ − − − − − − − − ✓

HybridSwap’15 [162] − − − − ✓ − − − − − − VM − − ✓ − − ✓ − − − − ✓ − − − −
LITE’17 [129] − − RDMA − − − − − − − ✓ ✓ Read/Write − − − ✓ − − ✓ − − ✓ ✓ − − ✓

Infiniswap’17 [49] − − RDMA ✓ − − − − − − ✓ − − − ✓ − − ✓ − − − − ✓ − − Fa −
LegoOS’18 [120] ✓ − − − ◦ ◦ ◦ − − ◦ ✓ ◦ − − ✓ − − ✓ − − − ✓ ✓ − − Fa −

Zombieland’18 [99] − − RDMA ACPI − − − − − − ◦ ✓ − − ✓ − − ✓ − − − − ✓ − ✓ − −
Remote Region’18 [15] − − RDMA − ◦ − − − − − − ✓ − − ✓ − ✓ − − ✓ ✓ − ✓ ✓ − Is −

AR-gRPC’18 [24] − − RDMA − − − − − − − − ✓ Tensorflow − − − ✓ − − ✓ ✓ − ✓ ✓ − Is −

MC-DLA’18 [67] − − PCIe
Switch − − − ✓ − − ✓ − − DL

Training − ✓ − − − − ✓ − − ✓ ✓ ✓ − −

String Figure’19 [104] − − − RTL − − − HMC ✓ ✓ − − ✓ − − − − ✓ − − − − ✓ ✓ − −
Zswap’19 [68, 86] − − − − − ✓ − − − − ✓ − − − ✓ − − ✓ − − − ✓ ✓ − − − −
FreeFlow’19 [62] − − vRDMA − − − − − − − − ✓ Container − − − ✓ − − ✓ ✓ − ✓ ✓ − Is −
Leap’19 [17] − − RDMA ✓ ✓ − − − − − − ✓ − − ✓ − − − − ✓ − − ✓ ✓ − − −

Clover’20 [128] ✓ − RDMA − − − − − − − − ✓ Kv Store − − − ✓ − − ✓ − − ✓ ✓ ✓ − −
ThymesisFlow’20 [108] − ◦ OpenCAPI FPGA − − ◦ − ✓ ◦ ✓ − − ◦ ✓ − − ✓ ◦ − − − − ✓ − − ✓
Fastswap, CFM’20 [18] − − RDMA ✓ ✓ − − − − − ✓ ✓ − − ✓ − − ✓ − − ✓ ✓ ✓ ✓ − − −

Semeru’20 [132] − − RDMA ✓ ◦ − − − − − − JVM − − ✓ − ✓ − − ✓ − − ✓ ✓ − − ✓
AIFM’20 [117] − − RDMA − − − − − − − − ✓ − − − − ✓ − − ✓ − − ✓ ✓ − − −

Swap Advisor’20[52] − − NVLink − ✓ − ✓ − − − − ✓ DL − ✓ − − ✓ − − ✓ − ✓ ✓ − − −
Buddy Compression’20 [34] − − NVLink − ✓ − ✓ − − − − ✓ − − ✓ − − − ✓ − − − ✓ ✓ − − −

Griffin’20 [21] − − PCIe IOMMU − − ✓ NUMA ✓ ✓ − − − − ✓ − − ✓ − − − − ✓ − − − −

Hybrid2’20 [130] − − DIMM − − − − 3D-stacked
DRAM ✓ ✓ − − − − ✓ − ✓ − − ✓ ✓ ✓ ✓ ✓ − − −

MIND’21 [72] − − Switch ASIC − − − − ◦ ✓ − − − − ✓ − − ✓ − − − − ✓ − − Fa −
XMemPod’21 [28, 29, 88] − − RDMA ✓ ✓ − − − − − ✓ VM − − ✓ − − ✓ − − − − ✓ − − Is −

Kona’21 [27] − ✓ RDMA FPGA − − − − − ✓ − ✓ − ✓ − − − ✓ ✓ ✓ − − ✓ − − Fa −
ZeRO-Infinity’21 [112] − − NVLink − ✓ − ✓ − − − − ✓ DL − ✓ − − − ✓ − − − ✓ ✓ − − −

− ✓ − − ✓ − − − − ✓ ✓ − − −

HET’21 [96] − − − − − ✓ ✓ − − − − ✓
ML

Training − ✓ − − − ✓ − − ✓ ✓ − − − −

Memtrade’21 [94] − − − − ✓ ✓ − − − − − VM − − ✓ − − − − ✓ − ✓ ✓ − − − ✓
TMO’22 [152] − − − − ✓ ✓ − − − − ✓ − − − A/F − − ✓ − − ✓ ✓ ✓ ✓ − − −

Sherman’22 [142] ◦ − RDMA − − − − − − − − ✓ Read/Write − − − ✓ − − ✓ − − ✓ ✓ − − −
Teleport’22[163] − − RDMA − ◦ ◦ ◦ − − ◦ ✓ ◦ − − ✓ − − − ✓ ✓ − ✓ ✓ − − − −
Jiffy’22 [61] − − RDMA ✓ ✓ − − − − − − ✓ Serverless − − − ✓ − − ✓ ✓ ✓ ✓ − − − ✓
Clio’22 [50] − − RDMA FPGA − − − − ◦ ✓ − − − − ◦ − ✓ − − ✓ − − ✓ ✓ ✓ − −
OCM’22 [46] − − Optical − − − − OCM ✓ ✓ − − − ✓ − − − ✓ − − − − ✓ ✓ ✓ − −

BEACON’22 [53] − ✓ − − − − − ◦ ◦ ✓ − − Genome
Analysis ✓ − − − − − ✓ ✓ − ✓ − ◦ − −

MemLiner’22 [133] − − RDMA ✓ − − − − − − − JVM − − − − ✓ − ◦ ✓ − ✓ ✓ − − − −
Mitosis’22[150] − − RDMA − − − − − − − ✓ − Serverless − − − ✓ − − ✓ ✓ − ✓ ✓ − Is −
Medes’22 [118] − − RDMA − − − − − − − − ✓ Serverless − ✓ − ◦ − − ✓ ✓ ✓ ✓ ✓ − Is −

Fargraph’22 [135, 136] − − RDMA ✓ ✓ − − − − − ✓ Graph − − − ✓ − − ✓ − ✓ ✓ ✓ − − −
FAMgraph’22[155] − − RDMA ✓ ✓ − − − − − ✓ Graph − − − ✓ − − ✓ − ✓ ✓ ✓ − − −
KRCore’22 [149] − − RDMA − − − − − − − ✓ − Elastic − − − ✓ − − ✓ − − ✓ ✓ − − −
RM-SSD’22[127] − − FPGA ✓ − − − − ✓ ◦ − − − − ✓ − − − − ✓ − − ✓ ✓ − − −

COARSE’22 [147] − − CCI FPGA − − ✓ − − − − − DL
Training − ✓ − − − ✓ − − − ✓ ✓ − − −

HyFarM’22 [137] − − RDMA − ✓ ✓ − − − − − ✓ − − A/F − − ✓ − − ✓ ✓ ✓ − − − ✓
Canvas’23 [134] − − RDMA − − − − − − − ✓ ✓ − − A/F − − ✓ − − ✓ − ✓ − − Is −
BAM’23 [111] − − − − ✓ − ✓ − − − − ✓ − − ✓ − − − ✓ − − − ✓ ✓ − − −
GIDS’23 [106] − − − − ✓ − ✓ − − − − ✓ − − ✓ − − − ✓ − − − ✓ ✓ − − −
Helios’23 [126] − − − − ✓ − ✓ − − − − ✓ − − ✓ − − − ✓ − − − ✓ ✓ − − −

Angel-PTM [98] − − − − ✓ − ✓ HBM − − − ✓
LLM

Training − ✓ 4MB − − ✓ − − ✓ ✓ ✓ − − −

Pond’23 [78] − ✓
CXL
Switch − − − − NUMA ✓ − − VM − − ✓ − − ✓ ◦ − − ✓ ✓ − − − ✓

xDM’24 [138] − ✓ RDMA − ✓ ✓ − NUMA − ✓ ✓ VM − − ✓ 2MB − ✓ ◦ − ✓ ✓ ✓ − − Is ✓
GMT’24 [31] − − − − ✓ ✓ ✓ − ✓ ✓ − − − ✓ ✓ − − ✓ ◦ − ✓ − ✓ − − − −

ReCXL’24 [87] − ✓ − PNM − − ✓ ✓ ✓ ✓ − − AI
training ✓ ✓ − − ✓ ◦ − ✓ − ✓ − ✓ − −
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advancement of storage devices such as NVM, PM, SSD, and disk, storage-based far memory has started attracting
interest. Furthermore, there has been a gradual increase in research supporting CXL. The design of memory
controllers for far memory pool management is increasing, such as FGRA, ACPI, RTL, FPGA, IOMMU, and ASIC.
Runtime design level: We list 5 design considerations in the third column of Table 7, including specific

hardware-oriented system designs (Sec. 3.1 and 3.3), architecture designs (Sec. 4.4), OS-based adaptions (Sec.
5.1), VM-centric designs on virtualized environments (Sec. 5.2), and services-aware designs (Sec. 6.2). Most
works implement optimization methods in virtualized environments, including virtual machines and Java virtual
machines. Nearly a third of works design for a specific service, including optimized systems on data read/write
access, tensorflow, deep learning training, container-based optimization, key-value store, serverless, genome
analysis, graph processing, and elastic computing services.
Data granularity:We list the supported data granularity in the fourth columns of Table 7. There are three

general types of fixed-size data granularity, the cacheline size in 64B, the page size in 4KB, and the large page
size in 2MB. Most of the works support 4KB page size, with more papers tents to use a large page size as 4MB in
Angel-PTM [98]. A few works enable 64-byte cache line architecture in data transfer: String Figure [104], Kona
[27], OCM [46], and BEACON [53]. Many works use a flexible and varied data block size.

Programprogramming difficulty:As shown in the fifth columns of Table 7, when analyzing the programming
difficulties of programs in the related works, we consider four parts: programming transparency, cache coherence,
customized API usage, and parameter configurations. We observe that quite a few works are designed to be
transparent and enable configuration parameters. Recent related works have started to design cache coherence
protocols, especially on CXL-based memory. Most application-oriented works design customized API usage to
utilize RDMA, or far memory calls for user-friendly programming.
System design Metric:We list typical design metrics in the sixth column of Table 7. In general, the design

goals of the listed works aim at better functionality and higher performance. The detailed categories include the
total cost of ownership (TCO), execution latency, data/task throughput, power consumption, isolation and failure,
and resource utilization. The majority of systems are designed to reduce execution latency and improve data or
task throughput. Some works mainly focus on reducing total cost of ownership (TCO) and power consumption
by using efficient hardware or design power management software. Systems can also add secure-aware functions
by realizing resource isolation (marked as Is) and handling failures (marked as Fa).

8 FUTURE WORK

8.1 Emerging technology of disaggregated memory dystem
The design of the DM system requires lower-power and high-performance hardware devices, as well as support
for higher concurrency and larger-scale applications.

Hardware design for DM: Existing works try to design and developmemory hardware with the ability of near-
data processing, direct connection, hot swap/plugging, data consistency, and security guarantee. CXL-supported
memory still needs further design on cross-node and cross-rack memory infrastructure. This will increasingly
rely on the design of higher-speed network transfers and more efficient network bandwidth allocation.
DM for cloud services: Adapting far memory to platform as a service (PaaS), software as a service SaaS,

function as a service (FaaS), and model as a service (MaaS) is essential. This will also lead to many promising
research problems and novel solutions on virtualization environment design for services. DM system design
needs to reduce the overhead of far memory access in virtualized environments.

Memory pool for xPUs: Today, the computation center is gradually migrating from CPUs to GPUs, FPGA,
and processing-in-memory (PIM) accelerators, also named as x processing units (xPUs). Existing work uses
distributed shared memory to design systems, and there is still a blue ocean of collaboration for heterogeneous

, Vol. 1, No. 1, Article . Publication date: August 2024.



Survey of Disaggregated Memory • 29

compute resources with memory pools. Providing GPUs with larger memory storage space and higher-speed
data access will lead to explosive performance gains.
DM for micro datacenter: In the era of micro datacenter, i.e. edge datacenter, edge devices tend to have

more restricted memory and storage space and thus require fine-grained data offload design. Micro datacenters
can provide higher computing power and a more flexible allocation of computing resources than end devices.
Deploying disaggregated architecture in micro data centers will improve overall resource efficiency.
High memory bandwidth and utilization: Multiple modality natural networks have become popular in

today’s applications. It is essential to build highly parallel and high-bandwidth GPU remote access pathways.
Designing high-performance GPU remote memory access patterns can be a main trend in future work. Further,
improving multiple data transfer channels is also a good solution with good coordination of complex memory
hierarchies with high parallelism.

8.2 Disaggregated Memory for Emerging Applications
The explosive growth of AI model size inevitably increases the computation and memory costs, requiring large
amount of GPUs. Managing memory resources is especially important for the pre-training and fine-tuning
retraining process of large models, which needs to ensure the training latency and effectiveness.
Design for large foundation model: In sparse LFM scenarios, the number of longest tokens determines

the matrix’s length and width, so many zeros are in the matrix. This will occupy a lot of valuable GPU memory
resources. One solution is to utilize multi-level memory to offload cold data to slow storage devices to utilize
GPU memory space more efficiently. Using a polarized de-redundancy approach, the flexible memory extension
method for LFM can accommodate more important computational data.
Design for multi-modal neural network: Disaggregated memory provides significant performance im-

provements, higher memory utilization efficiency, and robust model training capabilities for multi-modal neural
networks by separating memory resources from processing units. It allows one to handle large-scale datasets
from different data sources, supporting more complex network structures while reducing bottlenecks caused by
memory limitations. It can greatly enhance the scalability and flexibility of the model.
Design for metaverse and cloud gaming: Disaggregated memory technology significantly enhances per-

formance and optimizes metaverse and cloud gaming resources. By enabling seamless, cross-server sharing of
memory resources within data centers, this technology allows metaverse and cloud gaming platforms to handle
large-scale user data and complex graphic rendering tasks with greater efficiency.
Design for embodied artificial intelligence: DM holds transformative potential for embodied artificial

intelligence, enhancing systems like autonomous vehicles and interactive robots by enabling dynamic scalability,
improved memory utilization, and reduced latency. The technology allows AI systems to dynamically adjust and
allocate memory resources across multiple nodes, which is essential for efficiently handling large, unpredictable
data streams and complex computations.

Design for scientific computing: Disaggregated memory significantly enhances the efficiency and flexibility
of high-performance computing systems in scientific computing, such as genomics, by allowing dynamic alloca-
tion of memory resources independent of compute nodes. This adaptability improves data load management
effectiveness, reduces memory bottlenecks, and optimizes the overall system performance and cost efficiency.

9 CONCLUSION
In this paper, we summarize the concept and implementation of disaggregated memory. We have developed a
detailed taxonomy of disaggregated memory systems with systematically analysis. We introduce the technique
insights of disaggregated memory design and optimization at different system layers, including hardware, archi-
tecture, system, and application layers. Lastly, we delved into the potential future opportunities of disaggregated
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memory, aiming to offer insightful guidance for forthcoming research and developments in this field. This
comprehensive review serves as a foundation for understanding on how to design disaggregated memory for the
next-generation elastic and efficient datacenters.
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